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Humanity's Last Exam
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Researchers
are seriously
concerned
about (our)
safety.
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Large language
models challenge
entire educational
systems

require teachers and learners to
develop sets of competencies and
literacies necessary to both
understand the technology as well
as their limitations and unexpected
brittleness of such systems.

–

a clear strategy within educational
systems

–

strong focus on critical thinking and
strategies for fact checking

–
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What can we as teachers do?

Guide students to develop AI competencies and
literacy
Have students build critical thinking skills, and
validate AI outputs
(me:) Maybe it would be good idea to not have
our educational system depend on few big
companies...
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Teaching activity:
LLM-Paperstorm
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Teaching activity: LLM-Paperstorm
Students are guided to use large language
models to summarize and explain the main
takeaways from state-of-the-art research papers.

Lukas Galke Poech 21/01/2026 7



Intended learning outcomes

responsibly interact with modern AI technology
(specifically, large language models).

–

validate the outputs of large language models in
the context of paper reading

–

course-relevant material from a pool of state-of-
the-art research papers – sparking curiosity.

–
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LLM-Paperstorm in Detail

Modeling1.
Group work

a. Select a research paper from
pre-defined pool

b. Extract key insights from
research paper with assistance
of a large language model
c. Present findings focus on
judging language model
outputs + discussion

2.

Reflection3.
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How did it go?

potential pitfalls of using AI technology–
excessive degree of sycophancy–
positively impressed by the assistance supplied by
LLMs and how it can accelerate paper reading.

–

dissect the pros/cons of different AI tools
(NotebookLM: close to its sources, Gemini: long context,
…).

–

excellent overview of different papers, but they also
noted that they “get a lot of insights of my own paper.
But not so much about the others”

–
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Student feedback on LLM-Paperstorm

longer synthesis phase.–
this is how they do group work anyways–
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My takeaway

LLM-Paperstorm is a controlled activity that
enables teachers and students to openly discuss
the risks and opportunities of modern AI
technology.
In short: It shifts the focus towards judging
language model outputs.
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Would AI506 recommend LLM-Paperstorm to
other courses?

Yes
but with a brief intro to prompting or a longer
modeling phase (if transferred to other
disciplines).
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Try out LLM-
Paperstorm
yourself!
lgalke.github.io/llm-
paperstorm
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https://lgalke.github.io/llm-paperstorm


Thank you. Q?
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